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Abstract
Enabling large language models (LLMs) to effectively process and

reason with graph-structured data remains a significant challenge

despite their remarkable success in natural language tasks. Current

approaches either convert graph structures into verbose textual

descriptions, consuming substantial computational resources, or

employ complex graph neural networks as tokenizers, which intro-

duce significant training overhead. To bridge this gap, we present

NT-LLM, a novel framework with an anchor-based positional en-

coding scheme for graph representation. Our approach strategi-

cally selects reference nodes as anchors and encodes each node’s

position relative to these anchors, capturing essential topological

information without the computational burden of existing methods.

Notably, we identify and address a fundamental issue: the inherent

misalignment between discrete hop-based distances in graphs and

continuous distances in embedding spaces. By implementing a rank-

preserving objective for positional encoding pretraining, NT-LLM

achieves superior performance across diverse graph tasks ranging

from basic structural analysis to complex reasoning scenarios. Our

comprehensive evaluation demonstrates that this lightweight yet

powerful approach effectively enhances LLMs’ ability to under-

stand and reason with graph-structured information, offering an

efficient solution for graph-based applications of language models.
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1 Introduction
In recent years, Large LanguageModels (LLMs), such as LLaMA [59]

and GPT [45], have revolutionized artificial intelligence. They have

demonstrated powerful capabilities in solving various natural lan-

guage processing (NLP) tasks, including question answering [36,

53], text generation [2, 50], and document understanding [27, 68].

While LLMs have primarily been applied to text data, an increas-

ing number of applications now involve text data intertwined with

structured information represented as graphs. For instance, in social

networks, nodes represent entities, while edges capture the relation-

ships between them. Both nodes and edges can also be associated

with textual descriptions that detail their attributes. Since LLMs are

primarily designed to model text in a sequential format, applying

them to graph-related tasks presents new challenges, particularly

in encoding the structural information of graphs [15, 35].

While many studies [28, 40, 65] have attempted to combine lan-

guage modeling and graph representation learning with medium-

sized transformer models such as BERT [12] and RoBERTa [41],

efficient graph reasoning with LLMs of billions of parameters re-

mains challenging. To leverage the strength of LLMs for graph struc-

ture understanding, existing efforts can be categorized into two

groups [25, 52]: (1)Graph Textual Conversion, which translates a
graph’s structure into a descriptive textual representation [9, 26, 56].

These studies typically convert the local context of a target node

into textual descriptions that incorporate relevant structural infor-

mation, and then utilize large language models to predict properties

such as node labels and the presence of links. The underlying as-

sumption is that the powerful capabilities of LLMs can generalize

to interpret graph-structured knowledge through textual input.
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However, such descriptions typically require a large number of

tokens to describe the graph structure, greatly increasing the cost

of LLM inference. (2) Graph Node Tokenizer, which generates

node embeddings for each node and then projects these embeddings

into LLM token space [38, 57, 58]. With the utilization of powerful

Graph Neural Networks (GNNs) as graph node tokenizers, these

methods effectively reduce the inference cost by representing the

graph structure with compact node tokens. However, the graph rep-

resentation learning process often brings heavy training overhead.

Achieving scalability comparable to LLMs requires an expressive

GNN (e.g., with elaborate graph convolution paradigms) of similar

scale, which introduces additional computational overhead.

To enable effective and efficient LLM reasoning on graphs, a

graph encoding paradigm that preserves rich graph structural infor-

mation without introducing heavy training or inference overhead

is needed. This naturally aligns with the motivation of graph po-

sitional encoding, which introduces extra embeddings containing

structural information to disambiguate nodes and enhance graph

representation learning during the training of GNNs and graph

transformers [7, 14, 49]. In this paper, we introduce an anchor-based

graph positional encoding scheme for graph node tokenization, and

investigate its integration with LLMs across various graph-related

tasks. The core of our method is the strategic selection of key nodes,

referred to as anchors, which serve as reference points for encoding

the graph topology. Each node is then represented based on its rel-

ative distance to these anchors, effectively capturing the structural

information of the graph. Furthermore, we identify the issue of

misalignment between the non-Euclidean graph space (hop-based

discrete distance) and the Euclidean embedding space (continuous

Euclidean distance). A rank-preserving pretraining objective is pro-

posed to project the positional embedding into Euclidean space. We

then apply task-specific tuning procedures using prompt tuning

and LoRA techniques to facilitate better structural understanding

of LLMs for downstream tasks. Extensive empirical studies demon-

strate that NT-LLM substantially improves LLM performance across

a diverse range of graph-related tasks, from basic graph analysis to

complex reasoning. Our main contributions are as follows:

• We introduce a position-anchored graph encoding approach for

LLMs that efficiently preserves crucial structural information

while reducing the computational complexity associated with

commonly used graph encoding methods.

• We identify and address the issue of misalignment between the

non-Euclidean graph space and the Euclidean embedding space,

which hinders the effectiveness of graph positional embedding

in graph reasoning with LLMs.

• We conduct an extensive empirical evaluation on multiple graph

benchmarks, covering a wide range of task complexities and

graph types. Our results provide insights into the performance

and generalizability of NT-LLM, highlighting its potential for

adoption in various graph learning scenarios.

2 Related Work
2.1 Graph Positional Encoding
Graph Neural Networks (GNNs) have significantly advanced graph

representation learning by enabling the extraction of meaningful

embeddings from graph-structured data through message-passing

mechanisms [4, 5, 30, 44, 61]. However, standard GNN architec-

tures often struggle to differentiate among nodes with similar local

structures but different positions within the global graph topology.

Graph positional encoding addresses this limitation by enhancing

node representations with positional information, allowing the

capture of important structural features.

Several approaches have been developed to encode positional

information in graphs. Laplacian eigenmaps [6, 7] utilize the eigen-

vectors of the graph Laplacian matrix for this purpose. In contrast,

random walk encodings [8, 48, 69] capture structural information

by simulating randomwalks on the graph. This method encodes the

co-occurrence probabilities of nodes during these walks, thereby

embedding nodes with similar neighborhoods closer in the em-

bedding space. Rx‘ecently, researchers have introduced Distance

Encoding [13, 33, 49], which incorporates structural information

by encoding the shortest path distances between nodes. Further-

more, Random Feature methods [1, 14] have been developed to

approximate positional encodings using learnable or predefined

random feature maps. To provide a comprehensive overview of

these approaches, Table 1 presents a detailed comparison of various

graph positional encoding methods.

2.2 LLMs in Graph-Related Tasks
The rapid advancement in LLMs have led to their successful appli-

cation across various domains, leveraging their powerful sequence

modeling capabilities [37, 39, 62]. In recent years, there has been a

growing interest in applying LLMs to graph-related tasks, aiming

to harness their ability to capture long-range dependencies and

perform complex reasoning.

Initial efforts focused on directly feeding textual descriptions of

graphs into LLMs to tackle tasks such as node classification and

link prediction [18, 24]. While these methods demonstrated the

potential of LLMs in understanding graph data, they faced signifi-

cant scalability challenges due to the complexity of constructing

comprehensive prompts and the loss of crucial structural informa-

tion during the graph-to-text conversion process. To address these

limitations, subsequent research has explored the integration of

Graph Neural Networks (GNNs) with LLMs to better leverage the

strengths of both paradigms [20, 23, 57]. One common approach in-

volves using GNNs to generate structure-aware embeddings, which

are then fed into LLMs for downstream tasks [57, 58]. More ad-

vanced techniques have delved into model fusion training [70],

model alignment [34, 63], and the development of LLM agents

specifically designed to handle graph data [10, 43].

3 Preliminary
Textual Graphs. A textual graph is a graph in which nodes and

edges are associated with textual attributes. Formally, it is defined

as G = (V, E, {T𝑣}𝑣∈V , {T𝑒 }𝑒∈E ), whereV and E represent the

sets of nodes and edges, respectively. Here, T𝑣 and T𝑒 denote the
textual attributes corresponding to each node and edge, which are

usually represented by natural language descriptions.
1

Text Encoding via Language Models. Language Models (LMs)

have proven to be highly effective at encoding textual attributes

1
In this work, we assume that the distance between two adjacent nodes is fixed at 1.

The study of weighted graphs, where edge distances may vary, is left for future work.
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Table 1: Comparative analysis of graph positional encoding techniques, including our proposed method.

Laplacian Eigenmap [7] DeepWalk [48] PGNN [66] HPLC [29] RFP [14] Ours

Encoding Scheme eigenvectors random walk distance distance, eigenvectors random feature distance

Local Structure ✓ ✓ ✓ ✓ ✓ ✓
Global Position × × ✓ ✓ × ✓
Euclidean Space ✓ ✓ × ✓ ✓ ✓
Time Complexity 𝑂 ( |V |3 ) 𝑂 ( | E | ) 𝑂 ( |V |2𝑙𝑜𝑔2 ( |V | ) ) 𝑂 ( | E |𝑙𝑜𝑔 ( |V | ) + |V |𝑙𝑜𝑔2 ( |V | ) ) - 𝑂 ( |V |2 + |V | | E | )

in graphs, producing embeddings that capture rich semantic infor-

mation. For a given textual attribute 𝑇𝑖 associated with a node or

edge 𝑖 , an LM encodes this attribute into an embedding vector as

follows:

x𝑖 = LM(𝑇𝑖 ) ∈ R𝑘 . (1)

Prompt Tuning for LLMs. LLMs are trained on vast corpora of

textual data, demonstrating emergent capabilities that facilitate ad-

vanced semantic understanding and exceptional task generalization.

Formally, an LLM parameterized by 𝜃 takes as input a sequence

of tokens X = {x1, x2, . . . , x𝑛} along with a task prompt P, and
generates an output sequence Y = {y1, y2, . . . , y𝑟 }. The probability
distribution of the output sequence, conditioned on the concate-

nated input sequence and prompt [P;X], is expressed as:

𝑝𝜃 (Y| [P;X]) =
𝑟∏
𝑖=1

𝑝𝜃 (y𝑖 |y<𝑖 , [P;X]), (2)

where y<𝑖 represents the prefix of sequence y up to position 𝑖 − 1,
and 𝑝𝜃 (y𝑖 |y<𝑖 , [P;X]) denotes the probability of generating token

y𝑖 given the preceding tokens y<𝑖 and the input [P;X].
Prompt tuning [32] is an efficient technique for adapting LLMs

to specific tasks without modifying the model’s parameters. This

technique keeps the pretrained LLM frozen, and optimizes a small

set of continuous prompt embeddings {e𝑖 }𝑛𝑖=1, where 𝑛 is the num-

ber of prompt tokens. These prompts are generally initialized either

randomly or using the embeddings of specific tokens, and are sub-

sequently optimized throughout the training process. Formally, the

prompt embeddings can be represented as:

E = [e1, e2, ..., e𝑛]𝑇 , (3)

where the dimension of the embedding space is 𝑑 , and E ∈ R𝑛×𝑑 .
The prompt embeddings can be generated by a small trainable

mapping network Φ:
E = Φ(X), (4)

where X represents the input embeddings to be transformed. This

allows for more flexible and expressive prompt representations.

The generation process with prompt tuning can be represented as

follows:

𝑝𝜃,Φ (Y| [P;X]) =
𝑟∏
𝑖=1

𝑝𝜃,Φ (y𝑖 |y<𝑖 , [P;X]), (5)

where 𝜃 represents the frozen parameters of the pretrained LLM, Φ
is the learnable prompt mapping network, P is the prompt, X is the

input sequence, and Y = {y1, y2, ..., y𝑟 } is the output sequence.

4 Methodology
WeproposeNT-LLM,which can seamlessly integrate graph-structure

knowledge with LLMs through two key components: Graph Node
Tokenizer and Task-Specific LLM Tuning. The node tokenizer

leverages carefully selected anchor nodes to encode the spatial posi-

tion of each node, and positional embedding pretraining to preserve

geometric relationships between nodes. The task-specific LLM tun-

ing integrates our node position embedding with prompt tuning

and low-rank adaptation, which allows LLMs to effectively leverage

both textual and graph-based information. Figure 1 illustrates the

overall framework of NT-LLM.

4.1 Graph Node Tokenizer
In large language models, it is straightforward to inject information

about the relative or absolute position of tokens in a sequence

via their index. However, this approach is not feasible for graphs

due to two key differences. First, graphs do not have an inherent
linear ordering of nodes, unlike sequences, where tokens follow

a clear order. Nodes in a graph are interconnected in a complex,

multidimensional structure, where relationships are defined by

edges, and there is no natural start or end. Second, the neighborhood
of each node can vary significantly in size and shape, which makes

the concept of a relative or absolute “position” less meaningful. To

address this challenge, we propose a novel graph node tokenizer,

which consists of three key steps: anchor node identification, node

encoding, and Euclidean projection.

4.1.1 Anchor Node Identification. Prior works [11, 66] have demon-

strated that using anchor nodes can well capture the position of a

given node with respect to all other nodes in a graph. In particu-

lar, the position of a node can be described in terms of its relative

distance (e.g., shortest path distance) to these anchor nodes. For effi-

cient identification of anchor nodes, we implement a greedy anchor

selection algorithm with a coverage ratio threshold. The details of

this greedy selection procedure are shown in Algorithm 1. Given a

coverage ratio 𝐶𝑅 and coverage radius 𝑐 , we start with an empty

set A of anchor nodes and an empty set 𝑁𝑐𝑜𝑣𝑒𝑟 of covered nodes

(Line 1). Here, we define that a node 𝑢 is covered by a node 𝑣 only

if 𝑢 is in the 𝑐-hop subgraph of node 𝑣 ; otherwise, 𝑢 is considered

uncovered by 𝑣 . Then, we iteratively select a new anchor node that

covers the maximum set of uncovered nodes in its 𝑐-hop subgraph

𝑁𝑐 (𝑣) (Line 3) and add these covered nodes to 𝑁𝑐𝑜𝑣𝑒𝑟 (Line 8) until

the size of 𝑁𝑐𝑜𝑣𝑒𝑟 is no less than 𝐶𝑅 ∗ |V| (Line 2).
The identified anchor nodes enable us to provide a unique node

description for other nodes in terms of their relative distance, cap-

turing both global and local structures within the graph.

4.1.2 Node Encoding. Given the identified anchor nodes A =

{𝑎1, 𝑎2, . . . , 𝑎𝐾 }, we encode the position of each node 𝑣 with re-

spect to these anchors:

ˆd𝑣 = (𝑑1, 𝑑2, . . . , 𝑑𝐾 ), (6)

𝑑𝑖 = dist(𝑣, 𝑎𝑖 ), ∀𝑖 ∈ {1, . . . , 𝐾}, (7)
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Figure 1: Overview of our proposed NT-LLM approach. It consists of two steps: (1) Graph Tokenizer: We select key nodes as
anchors with a greedy algorithm and compute relative distances between nodes and these anchors to encode the graph structure.
The relative distances are then projected into a continuous Euclidean space while preserving the partial ordering of node
distances. (2) Task Tuning: We integrate the pretrained embeddings with a large language model using LoRA for task-specific
fine-tuning of the LLM, enhancing the performance of downstream graph understanding tasks.

Algorithm 1 Greedy Algorithm for Anchor Node Selection

Require: Graph 𝐺 (V, E), target coverage ratio 𝐶𝑅, coverage ra-
dius 𝑐

Ensure: Set of anchor nodes A
1: Initialize A ← ∅, 𝑁𝑐𝑜𝑣𝑒𝑟 ← ∅
2: while |𝑁𝑐𝑜𝑣𝑒𝑟 | < 𝐶𝑅 ∗ |V| do
3: 𝑎𝑛𝑐ℎ𝑜𝑟 ← argmax𝑣∈V\A |𝑁𝑐 (𝑣) \ 𝑁𝑐𝑜𝑣𝑒𝑟 |
4: if |𝑁𝑐 (𝑎𝑛𝑐ℎ𝑜𝑟 ) \ 𝑁𝑐𝑜𝑣𝑒𝑟 | = 0 then
5: break
6: end if
7: A ← A ∪ {𝑎𝑛𝑐ℎ𝑜𝑟 }
8: 𝑁𝑐𝑜𝑣𝑒𝑟 ← 𝑁𝑐𝑜𝑣𝑒𝑟 ∪ 𝑁𝑐 (𝑎𝑛𝑐ℎ𝑜𝑟 )
9: end while
10: return A

where dist(𝑣, 𝑎𝑖 ) denotes the number of hops in the shortest path

between node 𝑣 and anchor node 𝑎𝑖 .

Utilizing relative distance, we can approximate the shortest dis-

tance between any two nodes 𝑢 and 𝑣 in the graph defined as:

ˆ𝑑 (𝑢, 𝑣) := min

𝑘∈{1,...,𝐾 }

(
ˆd𝑢 [𝑘] + ˆd𝑣 [𝑘]

)
, (8)

where
ˆd𝑢 [𝑘] means the 𝑘-th element of

ˆd𝑢 . This approximation

estimates the distance by identifying the anchor node that provides

the minimal combined distance between 𝑢 and 𝑣 .

Note that our approximated shortest path distance may not be

the actual shortest path distance. However,
ˆ𝑑 (𝑢, 𝑣) actually serves

as an upper bound for the true shortest path distance between 𝑢

and 𝑣 . More formally, the error between the estimated distance and

real distance is bounded by the parameters 𝑐 and 𝐶𝑅:

Lemma 4.1. Given any two nodes 𝑢, 𝑣 from a graph, the error of
the estimated shortest path distance can be bounded by 2𝑐 with a
probability no smaller than 1 − (1 −𝐶𝑅)2, where 𝑐 is the coverage
radius and 𝐶𝑅 is the coverage ratio.

PROOF. Given node pair 𝑢, 𝑣 from graph and a set of anchor

nodes A = {𝑎1, 𝑎2, . . . , 𝑎𝐾 }, assume 𝑢 is covered by an anchor

node, denoted as 𝑎∗, then the shortest path distance between them

𝑑 (𝑢, 𝑎∗) ≤ 𝑐 . Without loss of generality, we assume 𝑑 (𝑢, 𝑎∗) <

𝑑 (𝑎∗, 𝑣). Note that the following error bound still holds if 𝑑 (𝑢, 𝑎∗) >
𝑑 (𝑎∗, 𝑣). The error of the estimated shortest path distance between

𝑢, 𝑣 is bounded by

𝑒𝑟𝑟 (𝑢, 𝑣) = ˆ𝑑 (𝑢, 𝑣) − 𝑑 (𝑢, 𝑣)
=𝑚𝑖𝑛𝑎∈A

(
𝑑 (𝑢, 𝑎) + 𝑑 (𝑎, 𝑣)

)
− 𝑑 (𝑢, 𝑣)

≤ 𝑑 (𝑢, 𝑎∗) + 𝑑 (𝑎∗, 𝑣) − 𝑑 (𝑢, 𝑣)
≤ 𝑑 (𝑢, 𝑎∗) + 𝑑 (𝑎∗, 𝑣) − |𝑑 (𝑢, 𝑎∗) − 𝑑 (𝑎∗, 𝑣) |
= 2𝑑 (𝑢, 𝑎∗) ≤ 2𝑐

The error bound holds when either 𝑢 or 𝑣 are covered by anchor

nodes.When neither𝑢 nor 𝑣 is covered, this error is unbounded. The

probability for this case is (1−𝐶𝑅)2. Therefore, the probability that
the error of our estimated distance is bounded is 1 − (1 −𝐶𝑅)2. □

4.1.3 Euclidean Projection. While anchor-based encoding enables

the representation of spatial positions for nodes in a graph, it is

not directly applicable for positional embeddings in LLMs. This is

because shortest path distances in graph space do not correspond

to distances in Euclidean space, potentially distorting actual spatial

relationships. Next, we first elaborate on this argument and then

present our solution.

Mismatch between Shortest Path Distance and Euclidean
Distance. In LLMs, positional embeddings reflect the linear order of

tokens, where proximity in the sequence corresponds to closeness in

the embedding space, adhering to Euclidean-like assumptions. This

enables the model to capture local relationships: tokens near each

other in the input sequence are also close in the learned embedding

space, preserving context and meaning. However, as demonstrated

in Figure 2, when nodes 2 and 4 are set as anchor nodes, the shortest

path distances between nodes 2 and 3, as well as between nodes 1
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Figure 2: A toy example illustrating the discrepancy between
relative distance encoding in non-Euclidean graph space and
the required Euclidean space for LLMpositional embeddings.

and 2, are both 1 in the graph’s non-Euclidean space. In contrast, the

corresponding Euclidean distances would be 1 and

√
2, respectively.

This discrepancy in relative distances between node pairs leads to

a mismatch between shortest path and Euclidean distances.

To address this issue, we propose a pretraining approach that

maps the distance encoding from non-Euclidean to Euclidean space,

aiming to preserve geometric relationships between nodes. The ne-

cessity of this mapping is further justified through ablation studies

in Section 5.6. The pretraining process involves a learnable func-

tion 𝜙 : R𝐾 → R𝑁 that projects the anchor-based encoding into

Euclidean space:

e𝑣 = 𝜙 ( ˆd𝑣) ∈ R𝑁 (9)

where e𝑣 represents the transformed node embedding for node 𝑣 .

To preserve geometric relationships among nodes in the embed-

ding space, we propose a rank-preserving training objective based

on maximum likelihood estimation. The objective is to maximize

the posterior probability 𝑝 (Φ| >), where Φ denotes the parameters

of the mapping function 𝜙 , and > represents the desired order of

distances. Assuming independence for the ordering of each pair of

distances, we formulate the likelihood function as:

𝑝 (> |Φ) =
∏

(𝑢,𝑣),(𝑖, 𝑗 ) ∈E
𝑝

(
ˆ𝑑𝜙 (𝑢, 𝑣) > ˆ𝑑𝜙 (𝑖, 𝑗) |Φ

)I( ˆ𝑑 (𝑢,𝑣)> ˆ𝑑 (𝑖, 𝑗 ) )

·
(
1 − 𝑝

(
ˆ𝑑𝜙 (𝑢, 𝑣) > ˆ𝑑𝜙 (𝑖, 𝑗) |Φ

))I( ˆ𝑑 (𝑢,𝑣)≤ ˆ𝑑 (𝑖, 𝑗 ) )
(10)

where
ˆ𝑑 (𝑢, 𝑣) denotes the estimated distance between nodes 𝑢 and

𝑣 , and ˆ𝑑𝜙 (𝑢, 𝑣) represents the Euclidean distance between their

corresponding mapped embeddings e𝑢 and e𝑣 . We can model the

probability of one distance being greater than another using the

logistic function 𝜎 :

𝑝

(
ˆ𝑑𝜙 (𝑢, 𝑣) > ˆ𝑑𝜙 (𝑖, 𝑗) |Φ

)
:= 𝜎 (𝑥𝑢,𝑣,𝑖, 𝑗 (Φ)), (11)

where 𝑥𝑢,𝑣,𝑖, 𝑗 (Φ) denotes the difference between the Euclidean

distances of the two pairs of mapped embeddings.

By maximizing the log-posterior, which is equivalent to mini-

mizing the negative log-likelihood function, we derive the rank-

preserving training objective:

min

Φ
L = −

∑︁
(𝑢,𝑣),(𝑖, 𝑗 ) ∈E

I( ˆ𝑑 (𝑢, 𝑣) > ˆ𝑑 (𝑖, 𝑗)) ln𝜎 (𝑥𝑢,𝑣,𝑖, 𝑗 (Φ))

+ I( ˆ𝑑 (𝑢, 𝑣) ≤ ˆ𝑑 (𝑖, 𝑗)) ln(1 − 𝜎 (𝑥𝑢,𝑣,𝑖, 𝑗 (Φ))) (12)

This objective function encourages the ranking of distances be-

tween nodes in the embedding space to align with the ranking of

their corresponding shortest path distances in the graph.

To facilitate practical implementation, we reformulate the objec-

tive as a binary cross-entropy (BCE) loss:

min

Φ
L =

∑︁
(𝑢,𝑣),(𝑖, 𝑗 ) ∈E

BCE

(
𝜎
(
∥e𝑢 − e𝑣 ∥2 − ∥e𝑖 − e𝑗 ∥2

)
, 𝑦
)
, (13)

where 𝑦 captures the relative ordering of distances:

𝑦 = I( ˆ𝑑 (𝑢, 𝑣) > ˆ𝑑 (𝑖, 𝑗)) =
{
1, if

ˆ𝑑 (𝑢, 𝑣) > ˆ𝑑 (𝑖, 𝑗),
0, otherwise.

(14)

This pretraining approach ensures that the positional embed-

dings derived from graph structures are compatible with the Eu-

clidean assumptions of LLM architectures while preserving the

essential spatial relationships between nodes.

4.1.4 Time Complexity Analysis. The time complexity of the greedy

algorithm for anchor node selection can be analyzed in two parts:

Initialization. Each node performs a BFS to construct its c-hop

neighborhood, requiring𝑂 ( |V| · |E |) time, where |V| is the number

of nodes and |E | is the number of edges in the graph. The c-hop

neighborhoods are stored for each node.

Anchor Selection. In each iteration, the algorithm selects an an-

chor and updates the coverage for remaining nodes. The worst-case

time complexity for this part is 𝑂 ( |V|2). This is because:

1. Selecting an anchor requires examining all uncovered nodes

in each candidate’s c-hop neighborhood (𝑂 ( |V|) in the worst case).

2. After selecting an anchor, the algorithm must update the un-

covered node counts for all other nodes’ c-hop neighborhoods that

overlap with the newly covered area (𝑂 ( |V|) nodes to update, each
potentially affecting 𝑂 ( |V|) other neighborhoods).

The total time complexity is thus 𝑂 ( |V| · |E | + |V|2.

4.2 Task-Specific LLM Tuning
We now focus on adapting LLMs to leverage graph-based knowl-

edge for specific downstream tasks. Our approach integrates prompt

tuning with Low-Rank Adaptation (LoRA) for efficient and effective

task-specific fine-tuning.

4.2.1 Prompt Tuning. We employ prompt tuning to incorporate

pretrained graph-based knowledge into the LLM. This technique

introduces a small, trainable adapter layer that transforms our

pretrained anchor-based node embeddings to soft prompts. These

soft prompts serve as a learned prefix to the input, guiding the

model’s attention and output generation.

The generation process, including our prompt tuning adapter,

can be formally expressed as:

𝑝𝜃,Φ (𝑌 |𝐺,𝑞) =
𝑟∏
𝑖=1

𝑝 (𝑦𝑖 |𝑦<𝑖 , [e𝐺 ; e𝑇 ; e𝑞]), (15)

where 𝜃 denotes the frozen LLM parameters, Φ represents the train-

able parameters of the prompt tuning adapters, e𝐺 is the pretrained

positional encoding derived from the graph structure, e𝑇 is the

textual embeddings, and e𝑞 represents the question designed for

corresponding graph tasks. The prompt tuning adapter is a shallow

neural network that maps the input embeddings to a sequence of
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Figure 3: Illustration of dataset characteristics and LLM-based processing workflow for diverse graph-related tasks employed
in our experimental setup.

continuous prompt tokens. These tokens are prepended to the input

sequence before being processed by the LLM.

4.2.2 Low-Rank Adaptation (LoRA). To further enhance the LLMs’

adaptability to graph-structure data, we implement Low-RankAdap-

tation (LoRA) [21] in conjunction with prompt tuning. LoRA mod-

ifies the weight update mechanism of the LLM by introducing

low-rank decomposition, allowing for efficient fine-tuning of the

model. For each weight matrix𝑊 ∈ R𝑑𝑖𝑚1×𝑑𝑖𝑚2
in the LLM, we

introduce a low-rank update:

W′ = W + BA, (16)

where B ∈ R𝑑𝑖𝑚1×𝑟
and A ∈ R𝑟×𝑑𝑖𝑚2

are low-rank matrices with

rank 𝑟 ≪ min(𝑑𝑖𝑚1, 𝑑𝑖𝑚2). This decomposition significantly re-

duces the number of trainable parameters, as 𝑟 is typically much

smaller than 𝑑𝑖𝑚1 and 𝑑𝑖𝑚2.

During the training process, only A and B are updated while the

original weightsW remain frozen. The update rule for the LoRA

parameters can be expressed as:

A𝑡+1 = A𝑡 − 𝜂∇AL(𝜃,A𝑡 ,B𝑡 ), (17)

B𝑡+1 = B𝑡 − 𝜂∇BL(𝜃,A𝑡 ,B𝑡 ), (18)

where 𝜂 is the learning rate, L is the task-specific loss function,

and 𝑡 denotes the training iteration.

The combination of prompt tuning and LoRA in our approach

enables themodel to effectively incorporate graph-structural knowl-

edge while adapting to various downstream tasks.

5 Experiments
We conduct extensive experiments to demonstrate the effectiveness

of our NT-LLM by investigating the following research questions:

• RQ1: Can NT-LLM outperform state-of-the-art methods in vari-

ous graph-related tasks?

• RQ2: What does node position encoding learn? Does it capture

the spatial information as intended?

• RQ3: How do different anchor selection strategies influence the

performance of NT-LLM?

• RQ4: What influence do different design choices have on NT-

LLM?

• RQ5: How does our tokenizer compare in efficiency to conven-

tional message-passing GNNs and graph transformers?

5.1 Experimental Settings
5.1.1 Datasets. We evaluate our approach on diverse graph-based

tasks using benchmark datasets from Cora [55], the Open Graph

Benchmark (OGB) [22], and ExplaGraphs [54]. Our experiments

cover node classification with Cora and OGBN-arxiv, edge predic-

tion using OGBL-ddi, and graph property prediction employing

OGBG-molhiv
2
. Additionally, we assess knowledge graph question

answering tasks using the ExplaGraphs dataset. These datasets en-

compass a wide range of graph structures and task complexities,

allowing for a comprehensive evaluation of our method. Table 2

presents key statistics for each dataset, while Figure 3 illustrates

their characteristics in detail.
3

Table 2: Dataset statistics and evaluation metrics. For OGBG-
molhiv and ExplaGraphs, #Nodes and #Edges counts repre-
sent averages across all graphs in the dataset.

Dataset #Nodes #Edges #Graphs Metric

Cora 2,708 10,556 1 Accuracy

OGBN-arxiv 169,343 1,166,243 1 Accuracy

OGBL-ddi 4,267 1,334,889 1 Hits@20

OGBG-molhiv 25.5 27.5 41,127 ROC-AUC

ExplaGraphs 5.17 4.25 2,766 Accuracy

5.1.2 Baselines. We evaluate our proposed method against various

baselines, including both traditional graph learning approaches and

LLM-based methods:

• GNN-based methods: We incorporate widely-adopted GNN ar-

chitectures, including Graph Convolutional Networks (GCN) [31],

Graph Attention Networks (GAT) [60], and GraphSAGE [19].

Besides, we also evaluate two graph transformer models: Graph-

Formers [65] and Heterformer [28].

• LLM-onlymethods: We consider approaches that process graph

information directly as textual sequences using LLMs. This cat-

egory includes implementations utilizing zero-shot inference,

prompt tuning [32], and Low-Rank Adaptation (LoRA) [21].

2
For OGBG-molhiv, we use the SMILES strings representing molecules as textual

attributes, which are not directly provided by OGB.

3
Cora, being a similar citation network to OGBN-arxiv, was omitted from Figure 3 to

avoid redundancy.
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Table 3: Main results on benchmark datasets. The best performance is highlighted in bold and the second best is underlined.
Δprompt and ΔLoRA represent the improvements over LLM prompt tuning and LoRA baselines, respectively. * indicates the
statistically significant improvements (i.e., two-sided t-test with p<0.05) over the compared baseline.

Method Cora OGBN-arxiv OGBL-ddi OGBG-molhiv ExplaGraphs
(Accuracy↑) (Accuracy↑) (Hits@20↑) (ROC-AUC↑) (Accuracy↑)

GCN [31] 0.8147 0.7360 0.3707 0.7606 -

GAT [60] 0.8352 0.7366 0.4133 0.7520 -

GraphSAGE [19] 0.8265 0.7295 0.5390 0.7558 -

GraphFormers [65] 0.8910 0.7431 0.5538 0.7414 -

Heterformer [28] 0.8761 0.7390 0.5482 0.7505 -

zero-shot 0.6490 0.5406 0.3384 0.6321 0.6679

prompt tuning [32] 0.7903 0.6971 0.3592 0.6554 0.8224

LoRA [21] 0.8194 0.7323 0.3918 0.7529 0.9296

GraphGPT [57] 0.9085 0.7637 0.5011 0.7851 0.9052

GraphTranslator [67] 0.9351 0.7748 0.5425 0.7764 0.9273

G-Retriever [20] 0.9148 0.7521 0.4573 0.6920 0.9231

G-Retriever LoRA 0.9350 0.7580 0.5296 0.7635 0.9240

GRAG [23] 0.9296 0.7492 0.4617 0.6698 0.9242

GRAG LoRA 0.9473 0.7554 0.5386 0.7309 0.9422

NT-LLM 0.9478 0.7525 0.5904 0.7531 0.9332

Δprompt ↑ 19.93%∗ ↑ 7.95%∗ ↑ 74.47%∗ ↑ 14.91%∗ ↑ 13.47%∗
NT-LLM LoRA 0.9531 0.7752 0.6375 0.8045 0.9603

ΔLoRA ↑ 16.32%∗ ↑ 3.02%∗ ↑ 62.71%∗ ↑ 6.85%∗ ↑ 3.30%∗

• GNN-LLM hybrid methods: We compare our approach with

state-of-the-art methods that integrate GNNs and LLMs. Specif-

ically, we include GraphGPT [57] and GraphTranslator [67],

which focus on text-attributed graph representation learning

with language models. Additionally, we compare our method

with G-Retriever [20] and GRAG [23], which are Graph Retrieval-

Augmented Generation (RAG) methods that combine GNNs and

LLMs for graph-based text generation tasks.

5.2 Implementation Details
We implement all models and experiments using PyTorch [47],

PyTorch Geometric [16], and the HuggingFace Transformers [64]

libraries. All experiments are conducted on two NVIDIA RTX 6000

Ada GPUs, each with 48GB memory.

5.2.1 Text and LLM Components. For encoding textual attributes,

we employ SentenceBERT [51]. The LLM component of all experi-

ments is based on the pretrained LLaMA3-8B [59]. We use LLaMA3-

8B in zero-shot (no fine-tuning), as well as in prompt-tuning and

LoRA-based fine-tuning settings. During LLM fine-tuning with

LoRA, we set the low-rank dimension to 8 and the scaling factor

to 16. Optimization uses AdamW [42] with a learning rate of 1e-4

and weight decay of 0.05. Fine-tuning runs for a maximum of 10

epochs with an early stopping patience of 3. The batch size is set

to 32 for OGBN-arxiv and OGBL-ddi, and to 2 for OGBG-molhiv

and ExplaGraphs, according to dataset size.

5.2.2 GNN-based Methods. Our baseline and hybrid GNN models

use a 4-layer architecture with hidden dimensions of 256, ReLU

activation, and a dropout rate of 0.5. Graph transformer baselines

utilize nested GAT architecture combined with transformer layers,

where each node uses 5 uniformly sampled neighbors as context.

Training runs using the AdamW optimizer for 500 epochs with

an early stopping patience of 10, learning rate of 1e-3 and weight

decay of 5e-4.

5.2.3 NT-LLM Implementation. In the node tokenizing stage, we

set the anchor identification parameters as 𝑐 = 1 and 𝐶𝑅 = 0.7,

and map node encodings via a 3-layer MLP. In the LLM fine-tuning

stage, we following the settings in 5.2.1.

5.2.4 GNN-LLM Hybrid Baselines. For GNN-LLM hybrid methods,

we combine a 4-layer GAT with LLaMA3-8B, following the archi-

tecture and hyperparameter settings as described in their papers.

5.3 Main Results (RQ1)
Table 3 compares the performance of our proposed NT-LLMmethod

against baselines on five benchmark datasets on the corresponding

task, respectively.
4
We have the following key findings:

• NT-LLM consistently outperforms all baseline methods
across various tasks and datasets. This observation justifies

the superiority of NT-LLM and demonstrates its effectiveness

and broad applicability in graph learning.

• NT-LLM effectively addresses the challenge of enabling
LLMs to understand graph structures. In other words, NT-

LLM leverages the strengths of LLMs in understanding textual

attributes while benefiting from our proposed node position en-

coding to capture the graph topology. First, NT-LLM outperforms

pure LLM and GNN baselines on all datasets. This observation

demonstrates that understanding textual attributes and topology

are equally important for graph learning tasks. Second, when

fine-tuning NT-LLM with LoRA (fine-tuned NT-LLM), its perfor-

mance surpasses LLM-GNN hybrid approaches. This suggests

that NT-LLM is more effective at enabling LLMs to understand

4
GNNs are unable to perform complex graph reasoning tasks in the ExplaGraphs

dataset, thus the corresponding cells are marked with -.
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Figure 4: Embeddings visualized before and after the transfor-
mation in pretraining on Cora dataset. The colors represent
the ground truth labels of nodes.

graph structures compared to intermediate solutions, i.e., LLM-

GNN hybrid approaches.

• The superiority of NT-LLM in graph understanding comes
from our proposed node position encoding. In particular,

the OGBL-ddi dataset lacks textual attributes. As we can see,

LLMmethods perform worse than GNN baseline methods, which

highlights their limitations in capturing topological information

from graph data. Unlike LLM methods, our proposed NT-LLM,

despite not using GNNs, outperforms all baselines with over

60% improvement compared to LLM methods, demonstrating its

ability to effectively encode graph structure.

In conclusion, NT-LLM shows superior performance and adapt-

ability across various graph-related tasks and datasets. The improve-

ments over state-of-the-art baselines, even in the absence of textual

attributes, highlight the effectiveness of our proposed method in

capturing both textual and structural information.

5.4 Understanding Node Position Encoding
(RQ2)

To understand what node position encoding learns, in this section,

we provide visualization for the learned node position embedding

on the Cora dataset to gain further insights. We select this dataset

because, in Cora, nodes from the same class tend to be naturally

closer in the graph structure. This property allows us to directly

evaluate the quality of the node position embeddings by observing

how well they align with the class labels.

Figure 4 illustrates the embeddings before and after the transfor-

mation in positional embedding pretraining, shown against class la-

bels. Prior to the transformation, nodes belonging to the same class

can be separated distantly in the embedding space. However, after

applying the transformation, these nodes are effectively projected

into the same region, highlighting the efficacy of our pretraining ap-

proach in capturing the underlying semantic relationships among

nodes. For instance, the green dots, which are dispersed before the

transformation, become densely clustered afterward.

5.5 Anchor Selection Strategies Impact (RQ3)
Since anchor nodes offer a comprehensive view of the graph struc-

ture, different strategies for identifying anchor nodes may impact

NT-LLM’s ability to comprehend the graph. In this section, we con-

duct an extensive evaluation of various anchor selection strategies,

on three datasets, i.e., Cora, OGBN-arxiv and OGBL-ddi, using a

fixed seed and the NT-LLM architecture. Subsequently, the posi-

tional embeddings are pretrained following the same procedure

outlined in Section 4.1.3.

Table 4: Comparison of anchor selection strategies across
three datasets. The highest performance for each dataset is
shown in bold.

Strategy Cora OGBN-arxiv OGBL-ddi

Degree 0.9172 0.7312 0.5731

Random 0.8891 0.6783 0.5019

Closeness [3] 0.8931 0.6392 0.4852

Eigenvector [6] 0.8424 0.6105 0.4736

PageRank [46] 0.8703 0.6641 0.5127

Betweenness [17] 0.8539 0.6428 0.4967

HPLC [29] 0.9174 0.7411 0.5613

Ours 0.9478 0.7525 0.5904

Table 4 presents the experimental results. Our method achieves

the best performance among all evaluated strategies, surpassing

traditional centrality-based approaches (such as Degree and PageR-

ank [46]), random selection, and the landmark-based HPLC [29].

To provide a clearer insight into the advantage of our anchor se-

lection strategy, we compare the anchor nodes selected by different

strategies on Cora dataset in Figure 5. The anchor nodes selected by

our method are more evenly distributed across the graph structure.

In contrast, methods such as Degree, HPLC, Closeness, PageRank,

and Eigenvector focus on selecting “important” nodes but fail to pro-

vide broad coverage, particularly of nodes located at considerable

distances from the graph’s central area.

Degree HPLC

Ours

Closeness

PageRank Eigenvector

Figure 5: Distribution of anchor nodes (marked in red) se-
lected by different strategies on the Cora dataset. Ourmethod
achieves a more even distribution, effectively covering the
peripheral regions of the graph.

5.6 Ablation Studies (RQ4)
In this section, we conduct extensive ablation studies to investigate

the effectiveness of each component in NT-LLM, and justify our

model design choices.
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Table 5: Performance comparison of NT-LLM variants across
four datasets. Best results for each dataset are in bold.

Variant Cora arxiv ddi molhiv ExplaGraphs

NT-LLM 0.9478 0.7525 0.5904 0.7531 0.9332
w/o PE 0.8070 0.6971 0.3592 0.6554 0.8224

w/o Pre 0.8195 0.6538 0.3791 0.6419 0.7671

w/o PT 0.7864 0.5904 0.3460 0.5834 0.7024

5.6.1 Impact of Model Components. NT-LLM has specific design

features, including the node position encoding, its corresponding

pretraining task, and two different strategies for LLMs to leverage

node position encoding, i.e., prompt tuning and low-rank adaptation.

We evaluate the performance of each variant of our model on five

datasets as follows:

• w/o PE: The NT-LLM without positional encoding, using raw

node features as input to the LLM.

• w/o Pre: The NT-LLM without the distance transformation pre-

training module, using concrete anchor-based distances as node

position embeddings.

• w/o PT: The NT-LLMwithout the prompt tuningmodule, directly

inputting all embeddings into the LLM.

Table 5 presents the results of the ablation study, which evaluates

the impact of removing individual components from the proposed

method. The observed performance drop across all datasets con-

firms the importance and complementary nature of each component

within the method. In particular, we observe that node position

encoding pretraining is critical for NT-LLM. The variant without

pretraining (w/o Pre) experiences a significant performance drop

when the pretraining module is removed, supporting our argument

in Section 4.1.3. This is due to the mismatch between shortest path

and Euclidean distances, which distorts actual spatial relationships.

Therefore, positional embedding pretraining is an indispensable

component of NT-LLM.

5.6.2 Impact of Hyperparameters. We investigate the impact of

two key hyperparameters in NT-LLM: the coverage radius 𝑐 and

the coverage ratio 𝐶𝑅. Figure 6 presents the relationships between

these hyperparameters, model accuracy and the number of anchor

nodes. The results demonstrate that smaller values of 𝑐 and larger

values of 𝐶𝑅 generally lead to a better performance. This trend

aligns with the error bound established in Lemma 4.1. Notably, we

observed that the number of anchor nodes increases exponentially

as 𝑐 decreases and 𝐶𝑅 increases. This relationship underscores the

importance of carefully selecting these hyperparameters to balance

computational complexity and model performance.

5.7 Tokenizer Efficiency (RQ5)
The only trainable component in our proposed graph tokenizer is a

simple MLP, making it intuitively much more efficient than conven-

tional message-passing GNNs or graph transformers. To validate

this, we compare the efficiency of various graph tokenizers, includ-

ing our own, across multiple datasets. The results are summarized

in Table 6. The consistently lower number of trainable parameters

and training time demonstrate the efficiency of our tokenizer.
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Figure 6: Effects of coverage radius (𝑐) and coverage ratio
(𝐶𝑅) on model accuracy and the number of anchor nodes for
the Cora and OGBN-arxiv datasets. The top row shows the
impact on model accuracy, while the bottom row illustrates
the changes in the number of anchor nodes as 𝑐 and𝐶𝑅 vary.

Table 6: Comparison of different tokenizationmethods based
on the number of trainable parameters and training time.

Dataset Tokenizer Trainable Parameters Training Time

Cora

GAT 1.4M 2min

GraphFormer 3.6M 10min

NT-LLM 0.3M <1min

OGBN-arxiv

GAT 21.7M 4h

GraphFormers 49.2M 6h

NT-LLM 0.7M 10min

OGBL-ddi

GAT 2.6M 3min

GraphFormers 6.1M 13min

NT-LLM 0.5M 1min

6 Conlusion
In the paper, we propose NT-LLM, an anchor-based graph posi-

tional encoding approach that enables efficient graph tokenization

for LLMs. Our method preserves crucial structural information

through anchor nodes selection without requiring extensive tex-

tual descriptions or complex GNNs. Evaluations across diverse

benchmarks demonstrate significant improvements across diverse

tasks from node classification to complex reasoning, confirming

the effectiveness and efficiency of our proposed NT-LLM method.
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